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Abstract

One of the most fundamental concepts of microscopy is that of resolution—the ability to clearly distinguish two objects as separate. Recent advances such as structured illumination microscopy (SIM) and point localization techniques including photoactivated localization microscopy (PALM), and stochastic optical reconstruction microscopy (STORM) strive to overcome the inherent limits of resolution of the modern light microscope. These techniques, however, are not always feasible or optimal for live cell imaging. Thus, in this review, we explore three techniques for extracting high resolution data from images acquired on a widefield microscope—deconvolution, model convolution, and Gaussian fitting. Deconvolution is a powerful tool for restoring a blurred image using knowledge of the point spread function (PSF) describing the blurring of light by the microscope, although care must be taken to ensure accuracy of subsequent quantitative analysis. The process of model convolution also requires knowledge of the PSF to blur a simulated image which can then be compared to the experimentally acquired data to reach conclusions regarding its geometry and fluorophore distribution. Gaussian fitting is the basis for point localization microscopy, and can also be applied to tracking spot motion over time or measuring spot shape and size. All together, these three methods serve as powerful tools for high-resolution imaging using widefield microscopy.

As scientists who use microscopes to address biological questions, we strive to acquire ever better images and push the limits of resolution. The image formed of a specimen by a light microscope occurs as the combination of light diffracted by the specimen, the interference of these light rays, and the collection of these light rays by the objective lens. The ability to detect objects—the image contrast—depends on the signal-to-noise ratio. In order to clearly identify an object, its signal intensity must be high enough over the background noise. The level of detail in an image, or alternatively the ability to distinguish two objects as separate, is its resolution limit. The limits of resolution (the ability to distinguish as separate two points of light) were first described by Ernst Abbe, and are dependent on both the sample and the microscope hardware (Abbe, 1873). As a result of the wavelength of the light and its diffraction by the microscope optics, a single point of light will not appear as a spot but instead as a hazy circle surrounded by diffraction rings in the focal plane. In three
dimensions, this blurring is termed the point spread function (PSF) and defines the limits of resolution (Fig. 1A). The lateral dimensions of this hazy blurring can be described mathematically as an Airy pattern (Airy, 1835), and the bright central region (Airy disk) has a radius determined by the wavelength of light ($\lambda$) and numerical aperture (NA) of the objective lens (Inoué, 2006; Waters, 2009),

$$r_{\text{Airy}} = \frac{0.61\lambda}{\text{NA}}$$

The Airy disk can be approximated by a Gaussian distribution (Fig. 1B). By the Rayleigh criterion, two point objects are said to resolvable when they are separated by a distance equal to or greater than the radius of the Airy disk (Rayleigh, 1896). For example, in order to be able to distinguish two separated sister kinetochores in the budding yeast mitotic spindle, these must physically be separated by at least 222 nm, assuming they are labeled with GFP and imaged with a 1.4 NA objective lens. Otherwise, they are said to be within a single diffraction limited spot (Fig. 1C,D). As we shall see, even this fundamental limit is being pushed by advancements in methods of image acquisition and mathematical image processing.

So how can we image two objects that are close together or more precisely find the position of a single point of light? Newer imaging technologies have emerged that use a range of methods to improve the resolution of a light microscopy image (Inoué, 2006; Weisshart et al., 2013). Modern confocal microscopy is based on the principles first described in 1957 by Marvin Minsky and use a combination of pinholes to illuminate a smaller area of the total sample and eliminate the collection of out of focus (scattered) light rays (Minsky, 1988). Multi-photon microscopy (MPM) utilizes the simultaneous absorption of two (or more) photons to excite a single fluorophore as an alternative method to confine excitation to a smaller area of the sample and allowing for deeper penetration into thick samples. In structured illumination microscopy (SIM), a sample is illuminated with highly structured light that has passed through a grating. This process effectively allows the microscope to capture finer details in the sample and can double resolution of a typical widefield microscope. Photoactivated localization microscopy (PALM), stochastic optical reconstruction microscopy (STORM), and a wide range of similar techniques utilize specialized fluorophores or modulate fluorophore behavior (e.g., photoactivation and photoswitching) to sequentially image and precisely localize subsets of fluorophores (Betzig et al., 2006; Rust et al., 2006; Schermelleh et al., 2010; Sengupta et al., 2012).

However, these techniques are not always optimal for imaging in vivo dynamic events in budding yeast. Imaging live cells requires trade-offs to optimize imaging parameters for a given experiment. These include total time imaged (timelapsing), $z$-axis resolution, image acquisition speed, and signal to noise. Confocal and multi-photon microscopy require greater excitation intensity to collect a similar number of photons per second as compared to widefield microscopy. This increased intensity can lead to cell damage and death, hampering the ability to collect data for longer periods of time. SIM requires the collection of multiple images with different grating patterns to reconstruct a single plane, drastically
increasing total imaging time (preventing rapid acquisition) and this increased photobleaching reduces total images that can be acquired over time. The extensive rounds of imaging required for PALM/STORM image reconstruction is not feasible in live and dynamic cells. Thus, for imaging relatively thin, highly dynamic and rapidly photobleaching samples like budding yeast, we prefer widefield microscopy.

In this review, we will outline three post-acquisition methods to improve the spatial resolution of a widefield microscopy image, and their applications to yeast cell biology. Deconvolution utilizes mathematical algorithms to remove or reverse image blurring and improve contrast. Image analysis by model convolution allows the user to examine how computer generated geometrical structures are blurred by the microscope and compare these to experimentally obtained images. Gaussian fitting of single point objects allows for sub-pixel localization of structures of interest and can be used to precisely track motion over time. In order to maximize signal to noise and reach spatial resolution limited by the physics and optics of the microscope, it is essential to properly prepare samples. Discussions of optimizing sample preparation and imaging parameters, however, are beyond the scope of this article (Rines et al., 2002; Cannell et al., 2006; Dailey et al., 2006; Waters, 2009; Goldman et al., 2010).

Deconvolution Putting Light (Back) in Its Proper Place

The observed image generated by the microscope is generated from the actual image convolved by the PSF and contains noise (Biggs, 2010; Fig. 2A, left). Thus, although the image is degraded, it occurs in a mathematically predictable manner. Image restoration is achieved either by removal (deblurring) or reassignment (deconvolution) of blurred light, based on knowledge of how the image was degraded during acquisition. In this section, we discuss measurement of the PSF, briefly outline the various techniques used in image deconvolution, and highlight some applications of image deconvolution to the study of mitosis in budding yeast.

The PSF forms the basis for image deconvolution and depends on the microscope (objective lens properties) and imaging conditions. The PSF can be estimated mathematically or measured under experimental conditions (Gibson and Lanni, 1991; Wallace et al., 2001; Cannell et al., 2006; Swedlow, 2007). Measurement of the PSF is most commonly done using sub-resolution (100–200 nm) fluorescent beads under identical conditions as the experiment by imaging through the axial (z) direction (Biggs, 2010). Adding these fluorescent beads to the experimental slide further ensures PSF measurements are consistent (Cannell et al., 2006). It is important to image multiple beads throughout the field of view to ensure that the measured PSF is consistent throughout and detect any possible aberrations in the imaging set up (e.g., coma, astigmatism, spherical and chromatic) that may alter the PSF. The shape of the PSF is especially sensitive to spherical aberrations of the objective lens, as these cause oblique light rays to be focused at a different focal plane than the central light rays. The PSF can be translated to frequency, or Fourier, space to ease mathematical analysis, as convolution functions translate to multiplication in the frequency domain (Biggs, 2010). The Fourier transform of the PSF is termed the optical transfer function (OTF; Sibarita, 2005).
Deblurring algorithms—including nearest neighbor, no neighbor, multi-neighbor—improve image appearance by removing or reducing blur but the resulting image cannot be used for subsequent quantification (Agard, 1984; Agard et al., 1989; Wallace et al., 2001; Sibarita, 2005; Swedlow, 2007; Biggs, 2010; Fig. 2A, center). These analyses have the benefit of being computationally simple and fast, but since these do not use all out of focus planes their application is limited.

In contrast, fully three dimensional deconvolution algorithms reassign blurred light preserving signal intensity and include linear (Weiner) filters and nonlinear (iterative) filters (Wallace et al., 2001; Biggs, 2010; Fig. 2A, right). Wiener and other linear filters are a direct method of image reconstruction and are very sensitive to PSF measurements. Linear filters are limited by noise and errors in reconstruction (Sibarita, 2005; Cannell et al., 2006). The application of constraints or limitations during reconstructions can limit noise (Wallace et al., 2001). More recently, nonlinear iterative deconvolution has become standard and linear deconvolution can be used as a first approximation for these iterative processes (Sibarita, 2005).

Nonlinear iterative deconvolution algorithms are based on repeatedly generating a reconstructed image until the reconstruction reaches a level acceptable to the user or software chosen by the user (Swedlow, 2007). Classical iterative methods are based on the Jansson Van-Cittert and Gold algorithms (Gold et al., 1964; Agard et al., 1989; Shaw, 2006; Jansson, 2012). Reconstruction can be slow and unsatisfactory if the raw data is too noisy (Sibarita, 2005). Thus, deconvolution becomes a balance between removing noise by filtering and a less sharp final image due to increased smoothing. Statistical iterative deconvolution is similar to classical algorithms and improves image quality by reducing noise. The metric to be applied depends on the source of the noise and its distribution (Gaussian or Poisson; Richardson, 1972; Lucy, 1974; Sibarita, 2005; Biggs, 2010). Blind deconvolution, also called adaptive PSF deconvolution, is iterative reconstruction of both the image and the PSF from an estimated starting point with constraints (Holmes, 1992; Krishnamurthi et al., 1995; Holmes et al., 2006; Biggs, 2010). This method has the advantage of not requiring measurement of the PSF but tends to be slower than non-blind iterative methods (Holmes et al., 2006).

Image restoration by deconvolution is a powerful tool to improve image quality but does have inherent limitations. Deconvolved images provide a high resolution, high contrast image that can provide additional information about biological structures. If done with certain algorithms, the resulting images can be quantitatively analyzed (Wallace et al., 2001). Advances in computing power will continue to increase speed and ease of deconvolution, making it an attractive option for improving image quality. Imaging followed by deconvolution is a good option for live cell imaging where cell viability must be balanced against exposure time and light intensity. However, it is essential that deconvolved images be compared to raw data, and if a structure is present in the deconvolved image, it should also be visible in the raw data (Sibarita, 2005). One must exercise caution to avoid artifacts or aberrations in the reconstructed image (Wallace et al., 2001; Murray, 2005; Fig. 2B,C).
Model Convolution Blurring the Lines Between Reality and Simulation

Model convolution is an approach used to understand the possible distributions of fluorophores that give rise to an experimentally acquired image. Model convolution takes the opposite approach of deconvolution. Instead of trying to deduce fluorophore positions/distribution from a noise-filled experimental image, model convolution uses computer simulated fluorophore positions/distributions then generates a noise-filled simulated image. This is accomplished by attaching the experimentally determined PSF of the microscope to each of the fluorophores to recapitulate the spread of fluorescence through the microscope objective (Fig. 3A). The convolution of the entire fluorophore geometry or distribution is the summarization of the contributions of the fluorescence from each simulated fluorophore position in x, y, and z to the image plane (Agard et al., 1989; Sprague et al., 2003).

\[
\text{Image}(x,y,z) = \sum \text{Fluorophore matrix}(x,y,z) \times \text{PSF}(x,y,z).\]

Signal to noise ratios can be recapitulated by adding in the experimentally measured background, brightest intensity, and noise variation. Simulated images from model convolution can then be compared directly to experimental microscopy images in a statistically rigorous fashion to determine a best fit.

Model convolution has various positives and negatives as compared to deconvolution. Deconvolution methods are centered on producing a clearer image of a fluorescently labeled structure. However, when trying to use deconvolution algorithms to determine correct fluorophore positions in a structure, poor signal to noise ratios can impede deconvolution or introduce artifacts (Gardner et al., 2010). Alternatively, model convolution can be used to determine the distribution of fluorophores in a structure through running possible iterations and finding the best match. This approach relies on knowing how many fluorescent molecules are in the structure. Modeling can provide information about gradients, clustering, and/or random dispersion of the fluorophores within the structure. The limitation of model convolution is that you are still subject to the resolution of your microscope - the ability to discriminate two objects or fluorophores. However, modeling intensity changes over a structure along with the ability to alter fluorophore positions with sub-pixel accuracy makes model convolution a useful tool to analyze experimental data at the resolution limit.

Model convolution has been instrumental in determining the shape, size, and distribution of molecules in the pericentric cohesin and condensin structures that are two major components of the mitotic chromatin spring. While deconvolution was effective in determining shape and size of the cohesin barrel (Fig. 2B), model convolution allowed insight into the distribution of fluorophores (Fig. 3B,C). Using the measured number of fluorophores for cohesin we simulated different gradients from a major loading site, the centromere, and major site of function, the sister cohesion axis (Fig. 3C). Interestingly, the simulated sister cohesin axis gradient accurately recapitulated experimental size measurements but failed to match the intensity distributions throughout the structure. Instead, cohesin randomly distributed throughout the structure recapitulated fluorescence intensity along the cohesin barrel. This approach of matching changes in intensities is the cornerstone of model convolution. Model convolution allows one to determine how fluorophores are distributed within a structure and assess the validity of mathematical models of biological processes by comparing simulated and experimental images.
As scientists and researchers we love to see an image, because seeing is believing. However, when you consider the PSF and Abbe diffraction limit, what you see might not be what you get. This is where model convolution excels. The output of a microscope image may not align with your preconceived notion of the underlying structure. However, with this technique we can explore possible structures and distributions and analyze how they are changed by the spreading of light through the microscope. One example of failed intuition is that two smaller hollow cylinders will look like one line, while one larger hollow cylinder will look like two lines. This occurs because the two smaller cylinders are too close to differentiate, while for the larger cylinder we only see the top and the bottom of the cylinder in focus. Model convolution goes beyond measurements by allowing us to understand how a defined geometry or distribution of fluorophores results in the blurred image we see in the microscope.

The other place that model convolution excels is in computer modeling. In the quest to understand the biology of life computer models are being used to investigate complex cellular process. Microscopy holds a wealth of data that is necessary to incorporate into modeling approaches. Through the use of programs such as Microscope Simulator 2.0, we can produce fluorescence simulated images from computational models to compare to experimental data (Quammen et al., 2008; Stephens et al., 2013).

**Gaussian Fitting Cutting Through the Haze**

As described above, point sources of light are blurred in a characteristic manner by the widefield light microscope, termed the PSF. In the image plane, the point of light appears as a bright maximum cone of light surrounded by concentric diffraction rings. The shape of this maximum cone, the Airy disk, can be approximated by a Gaussian fit (Fig. 1B). The fitting of a single molecule’s Airy disk with a Gaussian function to identify its centroid with nanometer resolution forms the basis of PALM/STORM microscopy, which relies on various techniques (e.g., photoactivation and photoswitching) to sequentially image subsets of fluorophores (Betzig et al., 2006; Rust et al., 2006; Schermelleh et al., 2010; Sengupta et al., 2012). Here, we outline sub-diffraction particle localization methods, and the application of Gaussian fitting to track motion or localize proteins within a complex structure in vivo.

The shape of the theoretical PSF can be approximated by either a Gaussian function or center of mass calculation in order to localize the sub-resolution position of the fluorophore (Cheezum et al., 2001; Thompson et al., 2002; Levi and Gratton, 2007; Deschout et al., 2012). Approximation of the PSF by a Gaussian function is relatively simple, quick computationally, and more robust under conditions of low signal to noise than the center of mass method (Santos and Young, 2000; Cheezum et al., 2001; Thomann et al., 2002; Levi and Gratton, 2007; Stallings and Rieger, 2010; Churchman and Spudich, 2012). The approximation of position by center of mass does not rely on a normal distribution of fluorescence intensity, making it a better choice for larger or asymmetric particles, and has been shown to more accurately estimate lateral motion (Levi and Gratton, 2007; Deschout et al., 2012). It is also important to note that computationally a Gaussian fitting can be done by either least squares fitting or maximum likelihood estimation. Maximum likelihood estimation is a more accurate method, but more complex than least squares fitting (Larson et
al., 2010; Laurence and Chromy, 2010; Mortensen et al., 2010; Smith et al., 2010). Close proximity of fluorophores or structures can confound the precision localization of basic Gaussian fitting methods. Advancements in mathematical processing of PALM/STORM datasets has allowed for localization analysis of fluorophores in close proximity (Holden et al., 2011; Huang et al., 2011; Babcock et al., 2012; Cox et al., 2012). With the advancement of computational power, the development of more robust algorithms for particle localization will continue to be developed and more precise localization may be possible.

Precise tracking of motion by Gaussian fitting has been used to address a wide range of biological questions including nucleocytoplasmic transport, myosin V motor motion, organelle dynamics and chromatin motion (Churchman et al., 2005; Levi and Gratton, 2007; Jaqaman et al., 2008; Goryaynov et al., 2012). We have developed a methodology for tracking chromatin motion to quantify confinement and physical properties such as spring constant. As mentioned previously, imaging setup is essential to obtain images with good signal to noise for sufficiently long timelapses. Once images are acquired, we perform a 2D Gaussian fitting by least squares using a custom MatLab (The Mathworks, Natick, MA) script (Wan et al., 2008; Wan et al., 2009; Fig. 4A). We assume that the labeled chromatin array forms a close to diffraction limited spot, and the program is able to account for small asymmetries by the incorporation of a rotation transformation (Wan et al., 2008).

In addition to tracking particles over time, Gaussian fitting has been used to characterize the architecture of the kinetochore and measure the number of proteins within this complex. The kinetochore is a large multi-protein complex that mediates the attachment of the centromere to the microtubule during chromosome division (Bloom and Joglekar, 2010). Essential to further understanding the role of the kinetochore in establishing and maintaining proper attachment is the development of a precise map of protein numbers and organization. Measurement of signal intensity by Gaussian fitting to determine number of proteins in a single focus within the kinetochore has been performed in a range of yeast species (Joglekar et al., 2006, 2008a,b). These have revealed a conserved fundamental building block present in both point and regional centromeres. Protein numbers are reported as ratio values to a known standard, as a wide range of factors can influence signal intensity including inherent properties of the fluorophore and imaging conditions. Due to the stereotypic nature of the budding yeast point centromere, the fluorescence intensity of Cse4p (HsCENP-A) has been used as a standard. Recent studies using a variety of imaging and molecular techniques have shed new light on the number of Cse4p molecules in the single focus and further work will be needed to clarify the use of Cse4p as an imaging standard for counting by fluorescence intensity (Lawrimore et al., 2011; Coffman and Wu, 2012; Shivaraju et al., 2012; Aravamudhan et al., 2013; Padeganeh et al., 2013a,b).

Precision localization by Gaussian fitting can also be used to determine distances between kinetochore components. The SHREC (single molecule high-resolution colocalization) method serves as a basis for this methodology, and is based on imaging two points of interest within the same protein labeled with two different fluorophores and precisely localizing these using least squares fit to a 2D Gaussian curve (Churchman et al., 2005). This approach has been expanded to incorporate distance measurements throughout the human kinetochore, which suggested an intra-kinetochore tension-sensing mechanism.
important for cell cycle regulation (Wan et al., 2009). Work examining the distances between different kinetochore proteins using 2color imaging and fitting to a Gaussian function by maximum likelihood estimation has revealed that distances within the budding yeast kinetochore have also been shown to change upon loss of tension, perhaps serving a similar role in cell cycle checkpoint signaling during mitosis (Joglekar et al., 2009).

The architecture of the budding yeast kinetochore has further been characterized by Gaussian fitting to describe kinetochore spot shapes and possible positions within the stereotypical mitotic spindle structure. By measuring kinetochore spot sizes during metaphase along defined axes during metaphase, we have shown that the proteins of the inner kinetochore (adjacent to the chromatin) are anisotropic and elongated along the axis perpendicular to the spindle (Haase et al., 2012; Fig. 4B,C). These measurements were done by rotating the fluorescent images using the spindle pole body markers to bring the spindle axis to a horizontal level (y-axis). After rotation, we measured the full width-full maximum of the Gaussian fit to the kinetochore signal along the spindle axis (y-axis) and along the x-axis. In addition to characterizing the shape of individual kinetochore foci, the precise measurement of coordinates by Gaussian fitting can be used to examine the distribution of possible positions occupied by the protein of interest. In order to normalize the data across many individual cells, the spindle pole body coordinates are set to (0,0) and positions of kinetochore proteins or labeled chromatin measured in many cells are plotted relative to the normalized spindle pole body (Haase et al., 2012). The resulting heat map illustrates the average position as well as the spread of possible positions.

Conclusion

In this review, we have highlighted three methods that can be used to extract greater detail from widefield images– deconvolution, model convolution, and precision localization by Gaussian fitting. These methods can be used independently or together in order to best address the scientific questions of interest. Acquiring a good image (i.e., good signal to noise, maintaining cell viability, fully capturing processes of interest) is only part of the battle; for the image to be of value it must also be analyzed in a quantitative and rigorous manner. We would encourage any researcher to experiment with various analysis techniques and software packages to determine which is most suitable for the problem at hand.
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Fig. 1.

A: Experimental images of a sub-resolution bead illustrating the characteristic blurring of a point source of light by a widefield microscope. In X and Y (left), the bead appears as a bright central spot surrounded by more faint rings, termed the Airy disk and Airy rings. In X and Z (right), the light is flared along the z-axis. B: The blurring of light by the microscope, the point spread function (PSF), can be approximated by a Gaussian distribution. C: Examples of two point sources of light less than ~250nm apart (left) and more than ~250nm apart (right). At smaller separating distances, the two spots appear as one. D: A linescan.
illustrating the intensity profile of the images in (C). The spots in close proximity appear as a single, higher peak, whereas the two more separated spots appear as two distinct peaks.
Fig. 2.
A: Point sources of light are significantly blurred by both the point spread function (PSF) of the microscope and noise. Two distinct methods exist for post-acquisition processing of a blurred image. Deblurring algorithms remove out of focus planes, producing a sharper image but reducing the total information available and thus rendering the image unquantifiable. Deconvolution algorithms preserve the information, and restore the blurred fluorescence to the original point source using a range of methods as described in the text.
B,C: Cohesin forms a barrel-like structure during metaphase in budding yeast, which appears as a doughnut when viewed end-on and bilobed when viewed side-on (Yeh et al., 2008; Stephens et al., 2011). Original and deconvolved images of cohesin (SMC3-GFP) illustrating how both input image quality and deconvolution algorithm parameters can lead to very different output images and potentially introduce artifacts.
Fig. 3.
A: Model convolution requires knowledge of the point spread function (PSF) and a simulated geometry to produce an image that can then be compared to experimentally acquired data. B: Experimental image of cohesin (SMC3-GFP) viewed side-on appears bilobed. C: In order to further understand the distribution and organization of cohesin during metaphase, we compared the experimental distribution to various modeled geometries. Introducing a gradient from either the centromere or the center (sister chromatid cohesion axis), resulted in intensity profiles that did not match the experimental data in (B). When
cohesin distribution was modeled as distributed throughout the pericentromere region, the intensity profile matched experimental data, showing that cohesin distribution is not characterized by a concentration gradient.
Fig. 4.
A: The precise localization of a blurred point source of light can be achieved by fitting the fluorescent signal with a Gaussian distribution, as illustrated by the blue arrow at the apex. An example of precise localization of a labeled chromatin spot performed over time is shown, and these data can be used to perform mean square displacement (MSD) analysis or examine viscoelastic properties of the polymer. B: In addition to measuring precise localization (blue arrows), fitting with Gaussian distributions can be used to measure spot size (black arrows). This method reveals differences in kinetochore spot shape between the...
inner (Cse4) and outer (Nuf2) kinetochores (adapted from Haase et al., 2012). C: Various individual images illustrating the increased spot size along the vertical axis of the inner kinetochore (mean = 655 nm) not present when examining outer kinetochore spots (mean = 582 nm; adapted from Haase et al., 2012).